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Motion Measurement Errors and
Autofocus in Bistatic SAR

Brian D. Rigling, Member, IEEE, and Randolph L. Moses, Senior Member, IEEE

Abstract—This paper discusses the effect of motion mea-
surement errors (MMEs) on measured bistatic synthetic aperture
radar (SAR) phase history data that has been motion compensated
to the scene origin. We characterize the effect of low-frequency
MMEs on bistatic SAR images, and, based on this characteriza-
tion, we derive limits on the allowable MMEs to be used as system
specifications. Finally, we demonstrate that proper orientation
of a bistatic SAR image during the image formation process
allows application of monostatic SAR autofocus algorithms in
postprocessing to mitigate image defocus.

Index Terms—Autofocus, bistatic, ground map, motion measure-
ment errors motion measurement errors (MMEs), synthetic aper-
ture radar (SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) imaging is an invaluable
tool for aerial ground surveillance. Monostatic SAR sys-

tems, where the transmitting and receiving antennas are located
on the same platform and are frequently the same antenna, have
been the subject of a great deal of research and development
over the past few decades. The attraction of monostatic SAR is
its relative simplicity, both in system design and deployment.
However, in trying to observe an area of interest at close range,
a high cost monostatic platform may place itself at risk by illu-
minating hostile regions with its transmissions.

A growing military interest in cost effective UAV technology
has sparked renewed interest in bistatic synthetic aperture radar.
Bistatic SAR, as an alternative to monostatic SAR, allows a pas-
sive receiving platform to observe at close range a scene illumi-
nated by a remote transmitting platform. The transmitting plat-
form may in some cases be an illuminator of opportunity, such
as an overpassing satellite [1] or a local commercial transmitter.
The receiving platform may be of significantly reduced cost and
is far less observable due to its passive nature.

Multiple image formation processes have been developed for
bistatic SAR, including tomography [2], matched filtering (MF)
[3], direct Fourier inversion [4], and the polar format algorithm
(PFA) [5]. All of these processes assume that the locations of
the transmit and receive platforms are known perfectly at every
point in their flight paths. However, it is well known from opera-
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tional monostatic SAR systems that exact motion measurement
is impossible to obtain, and a slight motion measurement error
(MME) can have a drastic effect on the quality of the resulting
SAR imagery.

In this paper, we analytically characterize the effects of
imperfect motion measurement on bistatic SAR images. This
analysis provides bounds that define the necessary precision in
platform motion compensation needed to obtain usable imagery
from bistatic SAR phase history data. In addition, we consider
postprocessing techniques for correcting MMEs, commonly
known as autofocus. We show that, provided the bistatic SAR
images are formed in an appropriately chosen reference frame,
monostatic autofocus techniques are applicable without mod-
ification to bistatic SAR images. In this way, the significant
development in monostatic autofocus methods may be car-
ried over to bistatic image focusing. Specifically, the bistatic
SAR coordinate frame needed to apply monostatic autofocus
methods is one derived via the Taylor series approximation to
the bistatic differential range equation (see [5]). This approx-
imation provides a three-dimensional (3-D) generalization of
the two-dimensional results in [2].

An outline of the paper is as follows. In Section II, we will
describe our model for bistatic SAR phase history data collec-
tion. Section III studies how the information recorded during
data collection is interpreted by image formation algorithms.
Section IV describes a typical model for low-frequency MMEs
and analyzes their effects on the collected phase history data. In
Section V, we demonstrate the effect of MMEs on bistatic SAR
images. We also derive bounds on the allowable MMEs, based
on limiting the degree of quadratic phase error, and we show
how autofocus techniques that have been developed for monos-
tatic SAR may be applied to bistatic SAR imagery. Finally, we
summarize our conclusions in Section VI.

II. BISTATIC PHASE HISTORY DATA

Consider the bistatic SAR data collection geometry shown
in Fig. 1. The center of the scene to be imaged is located at the
origin of coordinates, and the ground plane is the plane.
A scatterer within that scene is located at .
The actual location of the transmitter at a given time is

. The measured transmitter lo-
cation at time is given by , where

is the location measurement
error. Similarly, the actual location of the receiver at a given
time is , and the measured
location of the receiver is , where

is the receiver location measure-
ment error.
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Fig. 1. Top view of a bistatic data collection geometry. The x� y plane is the
ground plane.

As the transmitter moves along its flight path, the radiating
antenna periodically transmits pulses of energy in the direc-
tion of the scene center. Each transmitted pulse travels from
the transmitter to the scene of interest, where it is reflected by
scatterers within the area of illumination. This reflected energy
disperses in all directions, and some of this energy is observed
by the antenna on the receiving platform. We assume that the
travel time of the pulse from the transmitter to a scatterer to the
receiver is sufficiently short, with respect to the pulse duration,
that any platform movement within that time period may be ne-
glected.

For clarity of exposition, we assume that transmitted pulses
have uniform power over the frequency range ,
where and represent the lowest frequency and the band-
width of the transmitted pulse, respectively. We also assume
that scatterers behave as ideal point scatterers within this fre-
quency band. These assumptions are not critical to the deriva-
tions to follow, but they do make for easier analysis. The effects
of a nonuniform transmit spectrum and nonideal scattering re-
sponses may be incorporated into the results of Section III, and
we will make a note of this at that point.

The receiver is assumed to observe delayed, band-limited im-
pulses, with uniform power over the frequency band of interest.
The delay of each pulse is the travel time from the transmitter
to a scatterer to the receiver. The receiver’s time of observa-
tion is gated such that an impulse reflected by a scatterer at the
scene origin will have zero time delay, commonly known as mo-
tion compensation to a point. One may, therefore, model the re-
ceived signal in the frequency domain as a complex exponential
of some uniform power with a linear phase determined by the
relative time delay of the transmitted pulse.

At slow time , the actual distance from the transmitter to the
th scatterer in the scene is , and

the actual distance from this scatterer to the receiver is
. Also at time , the measured distance from

the transmitter to the scene origin is ,
and the measured distance from the receiver to the scene origin
is . The time delay of the received

pulse, relative to the measured travel time to and from the scene
origin, may then be written as

(1)

where is the speed of light, and represents the timing error
between the transmitter and receiver at slow time . The timing
error from here on will be considered to be included when we
refer to MMEs. The quantity is typically known as the
observed differential range of the th scatterer [6].

Given , one may define the linear phase function
of the received frequency samples corresponding to

a scatterer located at as

(2)

where the are the sampled frequencies, and the are the
transmit–receive times. The receiver uniformly samples the
frequncy band , and the transmit–receive times

are spaced over the time it takes the transmitter to
traverse its flight path. Based on the linear phase function for
a single scatterer in (2), one may represent the total received
signal at time and frequency by the sum of the returns
from all the scatterers in the scene; thus

(3)

where is a complex constant representing the reflection co-
efficient of the th scatterer and is assumed to be cir-
cular white Gaussian noise introduced by the receiver.

III. IMAGE FORMATION

To analyze the effects of MMEs on bistatic SAR imagery, we
must first understand how an image formation algorithm inter-
prets the collected phase history data to form images. The loca-
tion of each scatterer in the observed scene is encoded in the
phase of the observed phase histories via each differential range
function . One typically seeks to form SAR images by
assuming that the MMEs are zero and by assuming that all of
the scatterers in a scene lie on a uniform grid of pixel locations.
The ML estimate of the reflectivity of a scatterer at an
pixel location may then be computed by using a matched filter
of the form [5]

(4)

where represents a phase function linearly depen-
dent on the differential range of a scatterer located at .
To form a complete image, (4) is computed for every element of
the assumed grid of locations on the image plane.
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As (4) is computationally inefficient, many image formation
algorithms alter the method of computing the matched filter, or
approximate it, in order to reduce the algorithm’s complexity.
A Taylor expansion of the bistatic differential range in (1) gives
the first order approximation (commonly called the far-field ap-
proximation [5])

(5)

By introducing the variables and ( and ), denoting the
azimuth (elevation) angles of the transmitter and receiver with
respect to the scene center, we can write (5) in terms of these
angles as

(6)

where we include the dependence on the sampled slow time .
This allows use of the approximate matched filter [5]

(7)

where

(8)

Note that use of the far-field assumption in (6) introduces dis-
tortion and defocus into the final image. To limit the degree of
defocus experienced, one typically limits the maximum size of
an imaged scene [5]. Setting (for a ground plane image)
and defining the rotation of coordinates

(9)

and

(10)

where the bistatic look angle (shown in Fig. 2) is

(11)

Fig. 2. Bistatic aspect bisects the solid angle between the transmitter and
receiver aspects in 3-D space.

we obtain

(12)

We then resample the data onto the rectangular grid defined by

and

(13)

to obtain

(14)

In (11), and ( and ) represent the azimuth (elevation)
angles of the transmitter and receiver at their corresponding
aperture midpoints.

One may also assume that the far-field assumption holds for
the observed phase history data, such that the coordinate system
rotation and polar-to-rectangular interpolation converts (3) into
the form (omitting the noise term)

(15)

where is the location of the th scatterer in the rotated
coordinate system defined by (10). Thus, applying the approxi-
mate matched filter (14) to (15) yields

(16)
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provided that there are no MMEs. We see from (16) that the
scatterer location information, encoded in the observed phase
histories by the differential range, determines the location of
the Dirichlet kernel functions [the functions in
(16)] in the image, and the width and breadth of these functions
are determined by the bandwidths and of the phase his-
tory data.

Equation (16) is derived assuming both uniform transmit
power in the frequency band and flat scattering
center responses. If a nonuniform transmit spectrum is used, or
if scattering centers have frequency-dependent responses, the
resulting matched filter response will be similar to (16), but the
Dirichlet kernel functions will be replaced by responses corre-
sponding to the nonuniform spectrum and nonideal returns. The
locations of these responses in the final image, however, are
still determined by the scatterer location information encoded
in the observed differential range functions.

To understand the effects of MMEs in our data collection,
we study the manner in which the scatterer location informa-
tion is encoded in the differential range function. We first as-
sume that the ground range and the
slant range of the transmitter
are sufficiently large such that they may be treated as constants
with respect to slow time . We make the same assumption
about the ground range and slant range of the receiver,

and .
Finally, we assume that the transmitter and receiver traverse
linear flight paths at constant velocities. This allows us to write

and , as well as
similar substitutions for the other expressions in (6). Thus, the
approximated differential range in (6) may be further approxi-
mated by a linear function of slow time

(17)

The locations of the transmitter and receiver at their aperture
midpoints are given by and , and the
transmitter and receiver velocity vectors are and

, respectively.

Equation (17) describes a transformation which relates the
linear approximation of the differential range

to the actual location of a scatterer in the scene, which is
written as

(18)

We will focus on scatterers located on the ground plane ,
giving

(19)

Therefore, given a measured differential range function for a
single scatterer on the ground, one may linearly approximate

and then use

(20)

to estimate the location of that scatterer’s response, as
defined by (16), in a ground plane image.

From (16) and (19), we make two important observations.
First, from (16), we see that the accuracy with which we may
extract location information from the recorded phase histories
is determined by the bandwidths of the data in range and
crossrange . Second, provided there are no MMEs, the

location of a scatterer in the ground plane is encoded in
the differential range and its time derivative

at every point in the data collection through
the linear mapping .

IV. CHARACTERIZING MOTION MEASUREMENT ERRORS

The above derivations assume that there are no MMEs. To im-
plement an actual bistatic SAR system, MMEs must be consid-
ered. Errors in measuring the motion of an airborne surveillance
platform have frequently been characterized [6]–[9] by expres-
sions in the form

(21)

where represents low-frequency errors, and repre-
sents high-frequency errors. The low-frequency component of
the errors is often modeled as a polynomial, whereas the high-
frequency errors are more difficult to model and are most often
described by their spectral characteristics or RMS values. The
high-frequency errors are usually much smaller in magnitude
than the low-frequency errors, and typically consist of noise-
like elements, and sinusoidal components with periods much
shorter than the aperture duration. Errors not due to motion mea-
surement, such as propagation phenomena and atmospheric tur-
bulence, also contribute to the high-frequency errors. We will
focus on the dominant low-frequency elements of the unmea-
sured platform motion, and we will model them with a quadratic
polynomial in the form

(22)

where represents the error in measuring the plat-
form’s location at the aperture midpoint, and and
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TABLE I
EXAMPLES OF TRANSMITTER MME INDUCED DIFFERENTIAL RANGE ERRORS

represent the errors in measuring the platform’s
velocity and acceleration.

By applying to the same approximations used to ar-
rive at (17), we can approximate the error introduced into the
observed differential range as

(23)

Using (23), we may characterize the effect of motion mea-
surement errors on the observed differential range, by sub-
stituting in the quadratic polynomial expressions for the
MMEs in (22). In
addition, we will assume that the time synchronization error
between the transmit and receive platforms is of the form

. The result is a cubic polynomial
expression for (23), . Table I
shows the errors in the observed differential range induced by
transmitter MMEs and time synchronization errors. The errors
induced by receiver MMEs are identical. In Section V, the
results in Table I will allow us to study the effect of MMEs on
bistatic SAR images.

V. EFFECT OF MOTION MEASUREMENT ERRORS

ON BISTATIC SAR IMAGES

The results of the previous section allow us to approximate
the observed differential range as

(24)

We may determine the impact of differential range errors on
bistatic SAR images by using the results of Section III to study
(24). The image domain effects of constant and linear differen-
tial range errors are straightforward to analyze. By inserting the
observed into (20) to get

(25)

we see that the dominant effect of constant and linear differential
range errors is a spatially invariant shift in the imaged location
of any scatterer in the scene, such that a scatterer located at

in the scene will yield a sinc response (16) in the image
at .

For terms in the observed differential range function that are
quadratic or cubic in , the effect of the errors are analyzed in-
directly. To perform this analysis, we will make use of the re-
sults from Section III, which indicated that image formation pro-
cesses extract the scatterer location information that is encoded
in and , at every point in the aperture, and places
a Dirichlet kernel function, with a spread determined by and

, at that location. We, therefore, approximate quadratic or
cubic terms in with a piecewise linear function of the
form

(26)

(27)

(28)

where is the width of each piecewise linear interval, and the
are the centers of those intervals. This piecewise linear de-

composition serves as the basis for the map drift autofocus al-
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gorithm [10] for monostatic SAR. Each matrix , and each
and , is computed based on the locations of the transmitter
and receiver at the time interval midpoints . For a linear flight
path, the should all equal the original . We can now inter-
pret the observed differential range function by computing the
location

(29)

that each linear subinterval indicates. The resulting
are the approximate locations of the broadened Dirichlet re-
sponses resulting from each subaperture, which will add by su-
perposition in the final image. Without MMEs, these responses
add coherently to form a sharpened response, but in the pres-
ence of errors in that are of quadratic or higher order,
a smeared response will appear. We may also note that the pri-
mary effect of the MMEs, modeled by , is inde-
pendent of the location of the observed scatterer. These
defocusing effects are, therefore, considered spatially invariant.

To illustrate the above approach, we consider a bistatic sce-
nario where, at their aperture midpoints, the transmitter range
is 31 km, the receiver range is 8.5 km, and the transmitter and
receiver have an angular separation of 45 in azimuth. Both
platforms view the scene at broadside, and the total data col-
lection time is approximately s. The measured motion
of the transmitter includes an uncompensated acceleration of
0.005 m/s in the direction, which gives an observed differ-
ential range function with the quadratic component shown in
Fig. 3. We compute from (27)–(28) to
approximate the quadratic component of the differential range
error with three line segments, as shown in Fig. 3. We then com-
pute the image domain locations from
(29). These three points are plotted in Fig. 4. The image shown
in Fig. 5 was formed from the phase histories resulting from
inserting the observed into (3). We observe that a line
segment connecting the points accurately
predicts the direction of main lobe broadening that appears in
the final image.

To understand why the defocus seen in Fig. 5 is predom-
inantly in a single direction, we may analyze the inverses of
the matrices. From (6), (19), and (20), we may write (30),
shown at the bottom of the next page, where and
( and ) are the azimuth (elevation) angles of the
transmitter and receiver at the sub-aperture midpoints. Since

and are typically on the order of several kilometers and

and are typically a few hundred me-

ters per second at most, the norm of the first column of will
be much smaller than the norm of the second column. Further-
more, the vector

does not vary sig-
nificantly across the aperture.

Thus, we see that terms of that are of quadratic or
higher order will cause a smearing in the image that is primarily
in the direction of

(31)

Fig. 3. Quadratic component of the differential range function induced by an
uncompensated 0.005 m/s acceleration of the transmitter in the x direction.

Fig. 4. Approximate image domain locations corresponding to the three line
segments used to approximate �R(�) in Fig. 3.

Fig. 5. Ground plane image [formed in the global (x; y) coordinate system
using (4)] of the smeared response caused by an uncompensated 0.005 m/s
acceleration of the transmit platform in the x direction. Without this MME, a
focused response would appear instead.

It is significant to note that is orthogonal to the bistatic
SAR range direction

indicated by (11).
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TABLE II
QUADRATIC PHASE ERRORS (QPE) CORRESPONDING TO TRANSMIT PLATFORM LOCATION, VELOCITY,

AND ACCELERATION MME, AND MAXIMUM ALLOWABLE MME TO PREVENT IMAGE DEFOCUS

We next derive system specifications that will limit the de-
gree of defocus in the final image. In monostatic SAR sys-
tems, one typically chooses to limit the magnitude of quadratic
phase error (QPE) contributed by any one motion measurement
error to be less than radians [6]. As we are considering a
bistatic system, which is dependent on two antenna platforms,
we choose to limit our QPEs to be less than radians for each
platform. To determine the QPE caused by each form of motion
measurement error, we insert into the phase function
given in (2) to obtain an expression for the phase error . We
then limit the quadratic component of to be less than ra-
dians to arrive at the transmitter specifications given in Table II.
Recall that the length of the total data collection time interval is
represented by . The motion measurement specifications for
the receiving platform are obtained from Table II by replacing
“t” subscripts with “r” subscripts. We note that the elements in
Table II generalize the monostatic SAR case, and agree with the
expressions in [6, Tables 5.7 and 5.12] for the size of quadratic
phase errors from major sources and for the allowable motion
levels, if one sets the broadening factor to one and takes
into account a rotation of coordinate systems. Note that in gen-
eral the allowable motion requirements need not be split equally
between the transmitter and receiver, as it is the aggregate posi-
tion uncertainty that matters.

Higher order phase errors are less dominant in SAR images,
are more difficult to analyze, and have, consequently, been given
less treatment in the SAR literature. Typically for monostatic
SAR, the allowable levels of high-frequency vibrations are de-
termined based on image quality metrics such as the peak side
lobe ratio (PSLR) and the integrated side lobe ratio (ISLR) [6].
In [6, Table 5.12], the allowable sinusoidal motion is speci-

fied through a PSLR-dependent limitation on the sinusoid am-
plitude , and the allowable wide band
vibration level is specified with an ISLR-dependent limitation
on the RMS vibration value . We may
easily extend these limits to bistatic SAR by simply splitting the
RMS values of both between the transmitter and receiver. Di-
viding the requirements equally gives a sinusoidal requirement

and an RMS vibration requirement
. The allowable motion may be di-

vided unequally provided that the total RMS value does not ex-
ceed that which is specified by [6].

VI. BISTATIC SAR AUTOFOCUS

We next turn to the problem of image postprocessing tech-
niques to reduce the defocusing effects of MMEs. The anal-
ysis of the previous section provides such a mechanism. Two
points from that analysis are significant. First, the smearing due
to MMEs is concentrated primarily in one direction, defined by
(31). The significance of that point is that in the bistatic case,
as in the monostatic case, it is typically sufficient to apply aut-
ofocus algorithms in only one of the two image dimensions.
Second, the defocus is always in the direction orthogonal to the
bistatic angle in (10). Thus, if bistatic images are formed
using this direction as the “downrange” defocus is primarily in
crossrange (just as in the monostatic case), and monostatic aut-
ofocus algorithms can be applied without modification.

The above two observations lead to two ways in which bistatic
autofocus can be implemented with existing monostatic auto-

(30)
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Fig. 6. Image with MME effects that has been formed in the rotated (x ; y )
coordinate system, using (14), such that the majority of the defocus is in the
crossrange (y ) direction. This is equivalent to the image of Fig. 5 rotated by
� .

focus methods. For generally chosen image coordinate systems
[such as an absolute frame of reference as in Fig. 1],
bistatic autofocus methods can consist of an image rotation, fol-
lowed by application of monostatic autofocus, followed by a ro-
tation back. However, for a particular choice of reference frame,
the rotation operations can be eliminated. Since the MME de-
focus is concentrated in the direction orthogonal to in (10),
we can choose to form bistatic images in the coordinate
system using (14) (see also [5]), where the bistatic downrange
direction is aligned with [see (10) and Fig. 2]. In this case,
the defocus is always in the “bistatic crossrange” direction, just
as in the monostatic case; thus, any of several available mono-
static autofocus algorithms can be applied directly to bistatic
imagery. In either case above, we can take advantage of the sig-
nificant development of monostatic autofocus algorithms (e.g.,
[6], [7], and [10]–[13]) to enhance bistatic imagery that has been
degraded by MMEs.

We illustrate the above process with an example. Fig. 5 shows
the defocused bistatic image in the absolute coordinate
system defined in Fig. 1, formed using (4). Similarly, Fig. 6
shows the defocused bistatic SAR images in the rotated
coordinate system. This image is formed using (14); alternately,
one could perform a rotation on the image in Fig. 5. In Fig. 6,
the defocus is primarily in the crossrange direction. Any of
several standard monostatic autofocus algorithms can now be
applied to the image in Fig. 6. As an example, we have applied
a popular monostatic algorithm, namely the phase gradient algo-
rithm [11], [12] to obtain the focused response shown in Fig. 7.
As in monostatic SAR, a reliable autofocus algorithm with the
ability to correct radians of QPE will increase the allow-
able maximum MMEs in the third column of Table II by a factor
of .

VII. CONCLUSION

In this paper, we introduced a model for bistatic SAR
data collection. We used this model to study bistatic SAR

Fig. 7. Image with MME effects after application of phase gradient algorithm
autofocus. Rotation by �� into the global (x; y) reference frame would
complete the image formation process.

image formation processes and the principal effects of mo-
tion measurement errors on the resulting images. We found
that low-frequency motion measurement errors, resulting in
quadratic or higher order phase errors, primarily cause spatially
invariant defocus in a direction orthogonal to the bistatic look
angle. As a result, we demonstrated that autofocus algorithms
for monostatic SAR may be applied to bistatic SAR images,
after an appropriate image rotation. We also derived expres-
sions for the maximum allowable errors on transmit and receive
platform location, velocity, and acceleration measurements to
maintain focused bistatic images. These expressions generalize
corresponding measurement error equations for the monostatic
case.
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